
www.manaraa.com

CH
EM

IS
TR

Y
BI

O
PH

YS
IC

S
A

N
D

CO
M

PU
TA

TI
O

N
A

L
BI

O
LO

G
Y

Identifying hydrophobic protein patches to inform
protein interaction interfaces
Nicholas B. Regoa, Erte Xib, and Amish J. Patela,b,1

aBiochemistry and Molecular Biophysics Graduate Group, University of Pennsylvania, Philadelphia, PA 19104; and bDepartment of Chemical and
Biomolecular Engineering, University of Pennsylvania, Philadelphia, PA 19104

Edited by Ronald M. Levy, Temple University, Philadelphia, PA, and accepted by Editorial Board Member Peter J. Rossky December 13, 2020 (received for
review August 30, 2020)

Interactions between proteins lie at the heart of numerous bio-
logical processes and are essential for the proper functioning
of the cell. Although the importance of hydrophobic residues in
driving protein interactions is universally accepted, a character-
ization of protein hydrophobicity, which informs its interactions,
has remained elusive. The challenge lies in capturing the collective
response of the protein hydration waters to the nanoscale chem-
ical and topographical protein patterns, which determine pro-
tein hydrophobicity. To address this challenge, here, we employ
specialized molecular simulations wherein water molecules are
systematically displaced from the protein hydration shell; by iden-
tifying protein regions that relinquish their waters more readily
than others, we are then able to uncover the most hydropho-
bic protein patches. Surprisingly, such patches contain a large
fraction of polar/charged atoms and have chemical composi-
tions that are similar to the more hydrophilic protein patches.
Importantly, we also find a striking correspondence between
the most hydrophobic protein patches and regions that medi-
ate protein interactions. Our work thus establishes a compu-
tational framework for characterizing the emergent hydropho-
bicity of amphiphilic solutes, such as proteins, which display
nanoscale heterogeneity, and for uncovering their interaction
interfaces.
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Protein–protein interactions play a crucial role in numer-
ous biological processes, ranging from signal transduction

and immune response to protein aggregation and phase behav-
ior (1–3). Consequently, being able to understand, predict,
and modulate protein interactions has important implications
for understanding cellular processes and mitigating the pro-
gression of disease (4, 5). A necessary first step toward this
ambitious goal is uncovering the interfaces through which pro-
teins interact (6–8). In principle, identifying hydrophobic pro-
tein regions, which interact weakly with water, should be a
promising strategy for uncovering protein interaction interfaces
(9, 10). Indeed, the release of weakly interacting hydration
waters from hydrophobic regions can drive protein interactions,
as well as other aqueous assemblies (11–13). However, even
when the structure of a protein is available at atomistic res-
olution, it is challenging to identify its hydrophobic patches
because they are not uniformly nonpolar, but display varia-
tions in polarity and charge at the nanoscale. Moreover, the
emergent hydrophobicity of a protein patch stems from the col-
lective response of protein hydration waters to the nanoscale
chemical and topographical patterns displayed by the patch (14–
20) and cannot be captured by simply counting the number of
nonpolar groups in the patch, or even through more involved
additive approaches, such as hydropathy scales or surface-area
models (21–28).

To address this challenge, we build upon seminal theoret-
ical advances and molecular simulation studies, which have
shown that near a hydrophobic surface, it is easier to disrupt
surface–water interactions and form interfacial cavities (29–34).
To uncover protein regions that have the weakest interactions

with water, here, we employ specialized molecular simulations,
wherein protein–water interactions are disrupted by systemat-
ically displacing water molecules from the protein hydration
shell (35–37). By identifying the protein patches that nucle-
ate cavities most readily in our simulations, we are then able
to uncover the most hydrophobic protein regions. Interest-
ingly, we find that both hydrophobic and hydrophilic protein
patches are highly heterogeneous and contain comparable num-
bers of nonpolar and polar atoms. Our results thus highlight
the nontrivial relationship between the chemical composition
of protein patches and their emergent hydrophobicity (24–26),
and further emphasize the importance of accounting for the
collective solvent response in characterizing protein hydropho-
bicity (16). We then interrogate whether the most hydropho-
bic protein patches, which nucleate cavities readily, are also
likely to mediate protein interactions. Across five proteins
that participate in either homodimer or heterodimer forma-
tion, we find that roughly 60 to 70% of interfacial contacts
and only about 10 to 20% of noncontacts nucleate cavities.
Our work thus provides a versatile computational framework
for characterizing hydrophobicity and uncovering interaction
interfaces of not just proteins, but also of other complex
amphiphilic solutes, such as cavitands, dendrimers, and patchy
nanoparticles (38–41).

Systematically Disrupting Protein–Water Interactions
We illustrate our approach using the protein thymidylate syn-
thase (TS), which forms a homodimer and is involved in DNA
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Fig. 1. Identifying protein patches that mediate its interactions. (A) The
atoms of TS that participate in the formation of an obligate homodimer
are projected onto a TS monomer. Although the knowledge of such inter-
action interfaces is desirable, it is unavailable for most proteins. (B and C)
Protein structures provide access to the nanoscale chemical and topograph-
ical patterns displayed by the protein; however, using this information to
predict the protein patches that mediate its interactions is nontrivial. Such
patterns are shown here for the TS protein, wherein each residue is colored
according to its overall chemistry (B) and each atom is colored using the
Kapcha–Rossky classification (42) (C).

synthesis (43); protein atoms that participate in dimer forma-
tion are shown in Fig. 1A. Visualizations of the protein, colored
according to residue (Fig. 1B) or atomic (Fig. 1C) chemistry,
highlight the nanoscopic chemical and topographical patterns
displayed by the TS protein. Comparing these visualizations to
the protein-interaction interface (Fig. 1A) also illustrates the lack
of any obvious distinguishing characteristics, which can be used
to identify the interaction interface.

To interrogate whether the most hydrophobic regions of the
TS protein are also likely to mediate its interactions, we must
first characterize how (un)favorably different protein regions
interact with water. To this end, we perform all-atom, explicit-
solvent, molecular dynamics simulations, wherein an unfavor-
able biasing potential, φNv , is applied to systematically disrupt
protein–water interactions (44, 45); φ represents the potential
strength, and Nv is the number of (coarse-grained) waters in
the protein hydration shell, v . To ensure that v conforms to
the rugged protein surface, we peg spherical subvolumes to
every heavy atom on the protein surface and define v to be
the union of all such subvolumes (Fig. 2A); by choosing the
subvolume radius, Rv , to be 0.6 nm, we include only the first
hydration shell waters in v . We refer to such biased simulations
as “φ-ensemble simulations” and describe them in detail in SI
Appendix.

As the strength of the potential, φ, is increased, waters are dis-
placed from v , and the average number of waters, 〈Nv 〉φ, in the
protein hydration shell decreases. The response of the TS hydra-
tion waters to the potential is shown in Fig. 2B; as φ is increased,
〈Nv 〉φ decreases sigmoidally. Correspondingly, the susceptibility,
χv ≡−∂〈Nv 〉φ/∂(βφ), displays a marked peak (Fig. 2C), signi-
fying that the TS protein hydration shell undergoes a collective
dewetting transition in response to the unfavorable potential. By
studying proteins with a variety of sizes, shapes, chemistries, and
biological functions, we recently showed that collective dewet-
ting is a generic feature of protein hydration shells (46). For the
TS protein, the peak in susceptibility occurs at βφ∗=2.16, where
β−1≡ kBT , kB is the Boltzmann constant, and T is temperature.
The potential strengths for which χv is half its maximum value,
βφ(−) =1.6 and βφ(+) =3.4, are also shown in Fig. 2C and corre-
spond roughly to the onset and the end of dewetting, respectively.
The disruption of protein–water interactions by the unfavorable
potential, and the resultant dewetting, lead to the formation of
cavities in the protein hydration shell; dewetting is not uniform,
but instead manifests as wet and dry patches on the protein sur-

face. Such patches, observed in simulations with βφ=1.8, 2.4,
and 3, are shown in Fig. 2D.

Identifying Hydrophobic Protein Patches
The cavities that form in response to an unfavorable potential
(Fig. 2D) undergo substantial fluctuations in their size, shape,
and location over the course of a φ-ensemble simulation. To
identify protein regions that nucleate cavities, we thus estimate
the average water density in different parts of the protein hydra-
tion shell. In particular, we estimate the average number of
waters, 〈ni〉φ, in the spherical subvolume centered on every
protein surface heavy atom i and normalize it by the correspond-
ing unbiased average, 〈ni〉0. For the TS protein, a map of the
normalized local water density 〈ρi〉φ≡〈ni〉φ/〈ni〉0 is shown in
Fig. 3A for βφ=2.4. Protein atoms whose 〈ρi〉φ values fall below
a certain threshold, s =0.5—i.e., atoms that lose at least half of
their hydration waters—are then classified as being dewetted; SI
Appendix, Fig. S7. In Fig. 3B, protein atoms that are dewetted at
βφ=2.4 are shown in orange, whereas those that remain wet are
shown in gray. Protein regions that dewet do so because, over-
all, they have weaker interactions with water than the regions

A D

B

C

Fig. 2. Disrupting protein–water interactions using φ-ensemble simula-
tions. (A) The hydration shell, v, of the TS protein is shown (transparent
gray). The protein surface is colored by residue (as in Fig. 1B), the waters in
v are shown in licorice, and the rest are shown as lines. In φ-ensemble sim-
ulations, an unfavorable biasing potential, φNv , is applied to the Nv waters
in v. (B) As the strength of the potential φ is increased, the average number
of waters, 〈Nv〉φ, decreases in a sigmoidal manner. (C) The corresponding
susceptibility, χv =−∂〈Nv〉φ/∂(βφ), displays a peak at βφ* = 2.16 (diamond),
highlighting that dewetting of the protein hydration shell is collective. The
potential strengths that mark the onset φ(−) (left triangle) and the end
φ(+) (right triangle) of the peak in χv are also shown. (D) Simulation snap-
shots are shown for φ ensembles corresponding to βφ= 1.8 (Top), βφ= 2.4
(Middle), and βφ= 3.0 (Bottom). Protein atoms are shown in surface rep-
resentation (black), hydration waters as licorice, and the rest as lines. The
waters in v are surrounded by a blue mesh, whereas cavities are shown using
an orange mesh.
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that remain wet; we thus classify such regions as being more
hydrophobic, regardless of their chemical identities (e.g., their
polarity or charge).

To what extent is the hydrophobicity of a protein patch
determined by the chemistry of its constituent atoms? In other
words, is a hydrophobic protein patch, which dewets in response
to an unfavorable potential, composed primarily of nonpolar
atoms? Are the (hydrophilic) protein atoms that remain wet
primarily polar or charged? To answer these questions, we fol-
low the Kapcha–Rossky prescription and classify protein atoms
as nonpolar or polar/charged based on their partial charges,
{qi}, in the optimized potentials for liquid simulations force
field; a protein atom i is deemed nonpolar if |qi |< 0.25, and
polar/charged otherwise (42). As shown in Fig. 3C, roughly one-
fifth of the protein surface is dewetted (orange) at βφ=2.4,
and the rest remains wet (gray). Interestingly, the hydrophobic
protein patch, which dewets at βφ=2.4, is not predominantly
nonpolar; instead, nearly 40% of its atoms are either polar or
charged. Moreover, the rest of the protein, which remains wet,
is not predominantly polar/charged either; nearly 40% of its
atoms are nonpolar! Although the fraction of dewetted protein
atoms increases with φ, the relatively hydrophobic (dewetted)
and hydrophilic (wet) parts of the protein remain highly hetero-
geneous with chemical compositions that are remarkably similar;
Fig. 3D and Movie S1. These findings hold true for all of the
proteins we study here (Movies S1–S5) and stem from the fact
that when certain nonpolar protein regions dewet, neighboring
protein regions, which are often polar, become much more sus-
ceptible to dewetting. Collectively, these results highlight that,
in contrast with homogeneous surfaces, the hydrophobicity of
a heterogeneous protein patch is only poorly correlated with
the polarity of its constituent atoms; instead, predicting protein
hydrophobicity requires an accurate accounting of the collec-
tive solvent response to the chemical and topographical protein
context.

Comparing Dewetted Atoms and Protein Contacts
Can such a holistic characterization of the hydrophobicity of a
protein be used to inform its interaction interfaces? To answer
this question, we compare hydrophobic regions of the TS pro-
tein, which dewet in φ-ensemble simulations, against the TS
interaction interface. The 210 interaction-interface atoms (or
“contacts”), shown in Fig. 4A (purple), constitute 15.7% of the
protein surface and were determined from the crystal structure
of the TS homodimer, as described in SI Appendix, Fig. S2. Sim-
ilarly, the 249 protein atoms which dewet at βφ=2.4 are shown
in Fig. 4B (orange). From these snapshots, it is clear that there
is substantial overlap between the two sets of atoms. To further
quantify this correspondence, we classify protein surface heavy
atoms into four categories, which are illustrated schematically
in Fig. 4C: protein contacts that dewet are true positives (TPs;
pink), whereas contacts that remain wet are false negatives (FNs;
dark purple); similarly, noncontacts that dewet are false posi-
tives (FPs; dark orange), whereas noncontacts that remain wet
are true negatives (TNs; gray). The TS protein atoms, classified
accordingly, are shown in Fig. 4C for three different φ ensem-
bles. Snapshots for other φ ensembles and those showing the rest
of the protein are included in Movie S1. For φ near φ(−), very
few atoms are dewetted, and a substantial fraction of the inter-
action interface remains wet; thus, numerous FNs are seen at
βφ=1.8. Conversely, for φ near φ(+), much of the protein sur-
face is dewetted; consequently, many of the dewetted atoms do
not belong to the interaction interface, and several FPs are seen
at βφ=3. Intermediate values of φ in the vicinity of φ∗ provide
the optimal balance, dewetting most of the interaction-interface
atoms (TPs), while minimizing the FNs and FPs.

To assess the performance of the different φ ensembles more
quantitatively, we plot the fraction of protein contacts that are

dewetted (TP rate; TPR), as well as the fraction of noncontacts
that are dewetted (FP rate; FPR) as functions of φ (Fig. 4D).
As φ is increased from roughly βφ(−) =1.6 to βφ∗≈ 2.2, TPR
increases sharply; as more protein atoms dewet, an increasingly
larger fraction of the interaction interface is identified. Impor-
tantly, FPR remains close to zero throughout this φ range,
suggesting that the majority of the protein atoms which dewet
in this range indeed belong to the interaction interface (Movie
S1). For example, 87% of the protein atoms that dewet at βφ=
1.96 are contacts. As φ is increased further, TPR continues to
increase, but does so more gradually. Moreover, FPR increases
rapidly from roughly βφ∗=2.2 to βφ(+)≈ 3.4. Thus, an increas-
ing fraction of protein atoms that dewet at these higher φ values
are noncontacts. To better visualize the trade-off between TPR
and FPR with increasing φ, we plot them against one another
in a receiver operating characteristic (ROC) curve (Fig. 4E).
For φ(−)<φ<φ∗, TPR increases, while FPR remains small;
the ROC curve thus increases sharply at first. As φ is increased
further, FPR also starts to increase, so the ROC curve climbs
less sharply.

The perfect correspondence, wherein all of the contacts (and
only the contacts) are dewetted, corresponds to TPR=1 and

A B

DC

Fig. 3. Uncovering hydrophobic protein patches by identifying regions
that dewet in φ-ensemble simulations. (A) Snapshot of the TS protein is
shown with every protein heavy atom, i, colored according to the aver-
age water density, 〈ρi〉φ, in its hydration shell at βφ= 2.4; dewetted atoms
are colored red, whereas atoms that remain hydrated are colored blue.
(B) Protein atoms for which 〈ρi〉φ falls below a threshold, s = 0.5, are con-
sidered to be dewetted and are shown in orange; the rest are shown in
gray. (C) Protein atoms are categorized according to whether they dewet
(orange fill) or not (gray fill) at βφ= 2.4, as well as whether they are
nonpolar (white outline) or polar/charged (blue outline) according to the
Kapcha–Rossky classification (42). Interestingly, only 60% of the dewet-
ted protein atoms (orange fill) are nonpolar (white outline), whereas
the remaining 40% of the atoms are polar/charged (blue outline). (D)
As φ is increased and a larger fraction of the protein surface dewets,
the hydrophobic (dewetted) and hydrophilic (wet) protein regions remain
heterogeneous and have chemical compositions that are remarkably sim-
ilar; the dashed line represents the overall composition of the protein
surface.
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Fig. 4. Protein hydrophobicity informs protein-interaction interfaces. (A) Schematic (Upper) and TS protein structure (Lower) highlighting protein atoms
(purple) which participate in the formation of the TS homodimer and those that don’t (gray). (B) Schematic (Upper) and TS protein structure (Lower)
showing protein atoms that are dewetted at βφ= 2.4 (orange) and those that remain wet (gray). (C) By comparing dewetted protein atoms against those
belonging to the interaction interface (contacts), we identify protein contacts that dewet (TP; pink) and those that remain wet (FN; dark purple), as well as
noncontacts that dewet (FP; dark orange) and ones that stay wet (TN; gray). Schematic (Left) and TS protein structures (Right) illustrate such a comparison
for βφ= 1.8, 2.4, and 3. Very few atoms are dewetted at βφ= 1.8; consequently, much of the interaction interface remains wet (dark purple). In contrast,
much of the protein surface is dewetted at βφ= 3, including several noncontacts (dark orange). The right balance between FNs and FPs is achieved at
βφ= 2.4, where most of the contacts are dewetted, and most of the noncontacts remain wet. (D) Both the fraction of contacts that dewet (TPR) and the
fraction of noncontacts that dewet (FPR) display a sigmoidal increase with increasing φ. (E) The ROC curve illustrates the variation of TPR with FPR; symbols
correspond to φ-ensemble simulations, whereas the dashed line corresponds to nonpolar clusters (see Comparing Dewetted Atoms and Protein Contacts).
(F) The harmonic average, dh, of TPR and 1− FPR, shown as a function of φ, displays a peak at βφopt = 2.4 with a peak value, dopt

h = 0.71. In D–F, the left

triangle, diamond, cross, and right triangle symbols correspond to φ values of φ(−), φ∗, φopt, and φ(+), respectively.

FPR=0. To quantify proximity to this ideal, we estimate the
harmonic average, dh, of TPR and 1−FPR for every φ ensem-
ble. This choice ensures that only when both TPR→ 1 and
FPR→ 0 does dh→ 1; in contrast, when either TPR→ 0 or
FPR→ 1, dh→ 0. In Fig. 4F, we plot dh as a function of φ for
the TS protein. For φ<φ(−), dh =0 because TPR=0, i.e., unbi-
ased simulations or those with low φ values do not nucleate
cavities, and are thus ill-suited to informing the interaction inter-
face. Conversely, for φ>φ(+), much of the protein is dewetted,
and dh decreases sharply as FPR approaches one. Intermediate
φ values provide the optimal trade-off with a potential strength
of βφopt =2.4, resulting in the maximum dh value of dopt

h =0.71.
In the judiciously chosen φopt ensemble, nearly 60% of the
protein contacts and only 10% of the noncontacts dewet, and
roughly 50% of the dewetted atoms belong to the interaction
interface. Collectively, these numbers and similar such metrics
included in SI Appendix, Tables S1–S3 quantify the extent to
which the hydrophobicity of a protein informs its interaction
interface.

To quantify how simpler approaches, which use protein-
surface chemistry alone, might fare in informing interaction
interfaces (relative to φ-ensemble simulations), we construct a
family of increasingly larger nonpolar clusters, as detailed in SI
Appendix, and compare them against the interaction-interface
atoms. The corresponding ROC curves, shown in Fig. 4E for
the TS protein (dashed line) and in SI Appendix, Figs. S9F–S13F
for other proteins studied here, highlight that while φ-ensemble
simulations consistently inform interaction interfaces, the cor-
relation between the nonpolar clusters and protein contacts is
relatively poor and quite variable (47).

Homodimer- and Heterodimer-Forming Proteins
Can protein hydrophobicity, characterized by using φ-ensemble
simulations, be used to inform the interaction interfaces of other

proteins? To address this question, we investigate four addi-
tional proteins, two of which form homodimers and two that
form heterodimers. The homodimer-forming proteins are 1) the
lectin domain of rat mannose-binding protein (MBP)—a protein
that contributes to the innate immune response by recognizing
sugars on bacterial cell walls (48)—and 2) a dimer of the bee-
venom protein melittin (MLT), which can interact with another
dimer to form a tetramer (49). Compared with proteins that par-
ticipate in obligate homodimeric interactions, the interactions
between proteins that form heterodimers tend be weaker, fea-
turing interfaces that are smaller and more amphiphilic (50–52).
As a result, identifying heterodimeric interfaces tends to be more
challenging. Nevertheless, being able to identify such interaction
interfaces is important due to their prevalence in cell signaling.
We thus study the heterodimer-forming proteins: 1) the mouse
double minute 2 homolog (MDM2)—an inhibitor of the tumor-
suppressor protein, p53, whose mutations have been implicated
in a number of cancers (53)—and 2) ubiquitin (UBQ)—a highly
conserved protein known to form heterodimeric interactions
with a variety of binding partners (54). To determine its inter-
action interface, we thus use structures of ubiquitin in com-
plex with four of its binding partners (SI Appendix, SI Text
and Fig. S3).

We performed and analyzed φ-ensemble simulations for MBP,
MLT, MDM2, and UBQ and compared the protein atoms
that dewet against the experimentally determined interaction-
interface atoms. The results are qualitatively similar to those
shown in Figs. 2–4 for the TS protein and are summarized in
Fig. 5 with the underlying analysis included in SI Appendix,
Figs. S9–S13. The correspondence between dewetted protein
atoms and known contacts, as quantified by the optimal dh
scores, is shown in Fig. 5A, and for all of the proteins studied
here, dopt

h ≈ 0.71± 0.07 (SI Appendix, Table S1). The optimal φ
ensembles are also shown in Fig. 5A and highlight that for every
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A B

Fig. 5. Proteins that participate in the formation of homodimers and heterodimers. (A) The correspondence between hydrophobic protein patches that
dewet in the φopt ensemble and protein-interaction interfaces is quantified by using dopt

h ; for the five proteins studied here, we find dopt
h ≈ 0.7. In each

case, we further find that φopt≈ φ∗; the optimal potential strength for uncovering the interaction interface is similar to the potential strength to which
the protein hydration waters are most susceptible. (B) Protein atoms that dewet in the φopt ensemble are compared against protein contacts for the self-
interacting MBP and MLT dimer, as well as for the MDM2 protein and UBQ, which interact with other proteins to form heterodimers. The color scheme used
here is the same as in Fig. 4C. In each case, the center of the interaction interface tends to dewet (TPs; pink), whereas the periphery of the interface features
FNs and FPs.

protein studied here, φopt≈φ∗, suggesting that φ∗ provides an
excellent first guess for φopt.

In Fig. 5B, protein atoms dewetted in the φopt ensemble
are compared against the interaction-interface atoms for TS,
MBP, MLT, MDM2, and UBQ. These visualizations highlight
that the center of the interface is dewetted in all cases and
that contacts which do not dewet (FNs) tend to be concen-
trated along the interface edges. The presence of FNs along
the interface periphery is consistent with the notion that periph-
eral regions, which are partially exposed to water in the bound
state, ought to interact more favorably with water than the
center of the interface (50), and should thus be less likely
to dewet. Snapshots of protein regions that are not visible
in Fig. 5B are included in SI Appendix, Figs. S9K–S13K and
Movies S1–S5. These snapshots highlight that for the five pro-
teins studied here, noncontacts that dewet (FPs) tend to either
extend outward from the interaction interface (i.e., the inter-
face uses only part of the hydrophobic patch), or they are small,
isolated clusters. We note that, although a single, contiguous
dewetted patch is observed for the relatively simple proteins
studied here, for more complex proteins, which employ disparate
interaction sites (1), we expect that multiple different protein
regions would dewet. By uncovering the hydrophobic patches
on such proteins, as well as the order in which they dewet,
our approach could inform the formation of multimeric protein
assemblies (55, 56).

Conclusions and Outlook
Using specialized molecular simulations, wherein an unfavor-
able potential is employed to systematically displace protein
hydration waters and nucleate cavities, here, we identify the
most hydrophobic protein regions, which have the weakest inter-
actions with water. Interestingly, we find that polar/charged
atoms comprise a substantial fraction of hydrophobic protein
patches. Moreover, such hydrophobic patches and the more
hydrophilic protein patches have surprisingly similar chemical
compositions. These findings suggest that, unlike homogeneous
surfaces, the hydrophobicity of a heterogeneous protein patch
cannot be inferred from the polarity/charge of its constituent
atoms alone. They further highlight that an appropriate account-
ing of the collective response of the protein hydration waters
to the nanoscale chemical and topographical patterns on the
protein surface is necessary for an accurate characterization of
protein hydrophobicity (22–28).

Importantly, we further find that the most hydrophobic protein
patches, which dewet readily in our specialized simulations, also

correspond closely with the protein regions that mediate its inter-
actions. In particular, for the five proteins studied here, the most
hydrophobic protein patch, which dewets in response to a judi-
ciously chosen unfavorable potential, contains 60 to 75% of the
protein contacts and only 10 to 25% of noncontacts. Such a cor-
respondence between hydrophobic patches and interaction inter-
faces is even more remarkable than might appear at first glance.
In particular, when one protein binds another, protein–water
interactions are replaced with direct interactions between pro-
teins (56). Thus, the fact that patches with weak protein–water
interactions can inform protein-interaction interfaces, without
any consideration of the direct interactions between proteins, is
particularly noteworthy.

Integrating our framework for characterizing protein
hydrophobicity with prescriptions for capturing direct protein–
protein interactions could thus yield a more complete
characterization of protein interactions. We expect such a
holistic approach to be particularly fruitful when proteins
are driven together by strong direct interactions, such as
complementary electrostatic interactions between dipolar or
charged groups. For example, scoring functions that com-
plement protein docking (57, 58) tend to capture the direct
interactions between proteins quite well, but their use of
additive approximations to account for protein hydrophobicity
(e.g., hydropathy scales or surface-area models) introduces
substantial inaccuracies and limits their overall utility (58,
59). By providing a computational framework for accurately
characterizing protein hydrophobicity, we hope that our work
will not only lead to more accurate scoring functions, but also
result in a better understanding of the complex relationship
between chemical and topographical protein patterns and their
emergent hydrophobicities. Alternatively, identification of the
putative interaction interfaces could be used as a starting point
for explicit-solvent, enhanced sampling simulations of protein
binding. Although computationally expensive, such simulations
can provide an exquisite quantitative characterization of
both the thermodynamics and kinetics of protein interactions
(56, 60–63).

Undesirable interactions between proteins and their subse-
quent aggregation play an important role in neurodegenerative
diseases and frustrate the storage and transportation of concen-
trated protein formulations (64, 65). By uncovering the most
hydrophobic protein patches, our approach could facilitate the
identification of aggregation-prone regions, as well as hot-spots
residues, which make outsize contributions to binding affinity
(66, 67) and are targets for enhancing protein solubility (68, 69).
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Because our approach relies on capturing the collective solvent
response to the protein surface, it can be readily generalized
to investigate how the presence of cosolutes influences protein
hydrophobicity and the corresponding interaction interfaces (70,
71). Similarly, our approach should also be useful in informing
the interactions of nanostructured solutes other than proteins
(38–41).

Data Availability. All study data are included in the article and/or
supporting information.
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